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Motivation

WSNs for new indoor-fire emergency and
response systems: see

- Large-scale and dense distribution of sensors
* 103- 10% sensors per building expected
- Unpredictable events

* Sensor failures, fire ignition time, scale and progress speed
etc.

- Redeployment and destruction
* can be frequent
- Power
* limited supply, batteries
- High traffic load
University 8f parokeel, dletayoend loss can be significant Page 3 of 19



http://www.firegrid.org/

SCONE Steve McLaughlin

Review: Wireless Sensor Networks

Performance Issues
* Physical Layer
- Coding and Modulation, e.g. QAM, PSK

- Power reduction due to fading and attenuation
can significantly increase packet loss rate
* Link Layer
- Media Access Control, e.g. 802.11
- Transmission can fail due to channel collision

among neighbours, interference from
background noise or remote nodes

* Network Layer
- Routing for destinations, e.g. HSR, AODV
- Node configuration task and routing traffic can

LA Iy
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Review: Wireless Sensor Networks

Review of Ad Hoc Routing Protocols

* |ndex-driven

- Examples: Hierarchical state routing (HSR), Geographic
Routing and many variants.

- Theoretically support large-scale networks
- Configuration is difficult if node population is high
- Failure of key nodes can result in system failure

* Distance-vector-based

- Examples: Destination-Sequence Distance-Vector
(DSDV), Ad hoc On-demand Distant Vector (AODV) and

many variants
- Self-organising and thus easy to deploy / redeploy
- Can recover from node failures
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Access Point Routing

Control Center
[ Strategy:

- Wired network backbone

- Multiple access points

Internet / Intranet

Sensor field .
j - Wireless sensor (mesh)

' o \ _~ Router networks

7'& T h/'@\ Targets:
u; = I - " - Self-organising in
Y A ° deployment
;oo I W - High responsiveness
oos o F \ - / ’ upon unpredictable

/:;*‘_l%“xxh_%‘,/’o“\\ i Access points events

7oL v o - Agilent route discovery
’ o*/ ° Sensor nodes ° ° and recovery againSt

destructions

- Balancing traffic load to
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Access Point Routing

»  sleep for 1 sec

[ lesplorisee An APR Variance:
- Locate closest Access
| Point (AP)
[ Ty - Establish key-route with
N minimum-hop-count to
| [ EEm AP
e Sj | - Broadcast key-route
N with Neighbour-
v Notifications (N-Ns)
i g - Optimise key-route with
Ty best-link-quality as

| presence or updates

detected

- Drop invalid or non-
optimal routes (e.q.,
retghbotr—tmeott———
shorter path dlsc0\f§7réd1)9
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Access Point Routing

Analysis:
Normalised Communication
1000 Load, w = (2u+A)/A, on 1-hop-
\ Sensors:

W of 1-hop-sensors
S R
@ 9 1

! % where A is generated traffic, u
Is relayed traffic, m is the
\ number of access points, 0 is

the coverage percentage of
the entire sensor field by a
single sensor.

w(m) =[1+ (1-6)"]/[1-(1 -
\ 6)m]

When 6 >> 1 (large

University of Edinburgh, March 2009 Nnetworks): Page 8 of 19
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Simulation

Overview
* 3 floors, 45 areas, 900 sensors
* Partitioning
- chip-board separates
neighbouring areas (-13.5dB)

- concrete ceiling between floors
(-60dB)

- Stairway in Area 14, 29 and 44
Communication Settings

- Modulation: QAM

- 40 dB for initial, 9.52 dB for

3& _?_Z _?2 33_?4
_5’536___?7._?5_?_9
4& 4_2 42 43 44

_25_25_2 — _Zc?_Z_Q
2& ZJ 222324
25252; 267 2_9

2. 5m+2 5M—|
[ )

5& 51723594$/ neighbour threshold
= I P - 802.11, RTS/CTS collision
= 50M A avoidance
[INormal void - 0.5Mbps if contention-free

- Packet size: 1250 octets
* Access points

- APR: area 7, 22, 37

- AODV: area 22
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Simulation: Scenario |

* Stage 0 (0 - 479 s): No 1516171819 15.17 1819
fire 2021222324 2021222324
2520272829 2526272829
° Stage 1 (480 - 959 s): Stage0:0-479s Stagel:480-959s
Fire ignition in Area 16 15sf8171819 153171819
20 222324 120 2324
* Stage 2(960-1439s): ;5905958029 2526272829
Fire progresses to Area Stage2:960-1439s Stage3:1440-1919s
21 [ |Normal M Destroyed Void

* Stage 3 (1440 - 1919 s):
Fire progresses to Area
22
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ARP in Stage 3: after loss of Area 22, route recovery through the stairways

University of Edinburgh, March 2009 Page 12 of 19




-
I
|
|
|
|

30
Page 13 of 19

Steve McLaughlin

ArealD
Stage 3

-
I
|
|
|
|

15

________L_______________IL______________
——r—————-——————————-ﬁ}ﬂ ——Eiﬂﬁ——?ﬁ———
:: é ELG

ArealD 30

e

'_____
]

T

(sw)Aeizq (sw)Aejp@

Packet Delay
r\ Tal = ri__lr\ e +1 oNne< oo

_ _ _ | @ _ _ | _
| | I | | s
| | | P I
I .
| | | ﬂﬂgm | | B o
_ _ 2 5 _ _ | 5 L
e b S B EEEE i e = SIUEETY o Q
_ _ _ _ _ _ | _ =
_ _ _ _ _ _ | _ o
| | | | o © | | | | o | &
_ _ _ _ © O | _ | _ © S
| | | | o | | | | o O
_ m _ m z 9D m | m n{fu < ol <
I I I I (qv] I I , I o0
_ _ _ _ +— _ | _ ® | 2
R At S s Wl € i R 2 nla
| | | _m\.E | | | S .m
| | | _m_\_\ | | | g .
| | | - | | | | —
" " . " " - S
I I I _=E I I | ==
_ : Pl _ _ e &
| i x B4 S
| oo | | | I >
| = | _DI | | O | .Lu
8a) _ | < _ - 7
Z. “ =g “ o “ “ ~ra o 5
O o o o o o o o o W
O S = S = = @ S S
n -

(sw)Aejag (sw) Aejpq




Steve McLaughlin

Area Throughput
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Normalised Communication

Load

80 . e |

| . mAPR(avg=4.85) |

5 | 03 . OAODV(avg=11.71) |
S | 1 2829 |
2460 N S |
0 l I |
s i i i
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g | | |
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(@] I | I
o | | |
ge} M | I
g | | |
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Measuregeﬁ(l) =20.51
Analytical w(3) = 6.17
Simulation w(3) = 6.55
Deviation caused by packet

losses
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Simulation: Scenario |l

* Stage 0 (0-479 s): All
sensors are in the

Normal state 1516171819 1516171819
* Stage 1 (480 - 959 s): 2021222324 2021222324
Abnormalities sensed 25260272829 2526272829
|n Area 21 Stage0:0-479s Stagel:480-959s
e Stage 2 (960 - 1439 s): 15106171819 1516171819
Abnormalities sensed 2021222324 20 222324
in Area 22 2526272829 2526272829
o Stage 3 (1440 - 1919 Stage2:960-1439s Stage3:1440-1919s
s): Fire destroys Area 1516171816 "I Normal
21; alerts in Area 16 Alerted
' ' 20 2324
20, 26 and 23 :m M Destroyed
2526272829 Void

* Stage 4 (1920 - 2399
s): Fire destroys Area

V2V Alartce in Avron 1 8

o ey UUTCT LD TTIT 7FYMT U L J

Unj\_/efsn)lcéEd?nggi -}’[arch 2(?0% S Page 16 of 19
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Arrival Rate at Control Centre (1t
20 sec in Stage4)

25 +

* Packet delay PDFs of
AODV are similarto _x»
APR in Stage 1, 2
and 3, but AODV fails
in Stage 4

15 -

Area Arrival Rate (packets/sec)

* APR can recover
after the loss of Area | | _// @ ;sissdeiis
22 The recovery 1920 1925 1930 1935 1940
speed of areas differ imeeed
due to geographical
distance
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Conclusion

APR outperforms AODV as

measured in terms of:

- Route establishment and recovery
time

- Traffic load

- Packet delay

- Per sensor throughput

- Robustness of the system to
destruction of key nodes in the
network
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