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Setting (or rather, lowering) expectations

« What | will not do

* Announce a project

 Talk about a new grand research idea

* Present fantastic recent results
- What | will attempt to do

« Gauge the overlap between the two areas

* Try to understand why we don’t talk to one another
- What | will most likely do

- Showcase my ignorance on all things networking



BSut why?

* A working hypothesis
* Networking people can help solve data management problems, and data
management people can help solve networking problems
+ Solutions we can find in isolation may not be as optimal

* In fact, solutions found in isolation may be in competition
- Some anecdotal evidence

 This one time | tried to apply networking solutions to database problems,
and | got a PhD in the end

- | can understand your papers (some more than | can understand database
ones!)



Networking tag cloud: SIGCOMM, Infocom, NSDI, CONEXT
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Database tag cloud: SIGMOD, VLDB, IC
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Database tag cloud: SIGMO
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Data-centric network management

- Treated as a configuration problem
- “Data” in this case is well-defined

- Measurements, performance indications, overall configuration of the
network

- The key idea is to use the values in the data to configure and manage the
network

 For instance, identify bursts in traffic and allocate more resources
» Identify collisions in packets and reallocate channels

- Reactive and proactive approaches
« Either detect and fix, or estimate and evade



Network-centric data management

- A different configuration problem

+ “Network” is now well-defined; but data can be reconfigured
- Not data per se, but their management
» Monitor the network and reconfigure data processing

* The key idea is to use not network-level measurements, but application-level
measurement to detect problems

- Once a problem is detected, change the data-flow
 In some cases, depending on the semantics of the processing
* Again, reactive and proactive approaches



One black box too many?

(re)configure | *

data

(o)




One black box too many?




One black box too many?
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One black box too many?




One black box too many?

missing link?




The potential for tension

« Network configuration is application-
agnostic
- Data configuration is network-agnostic

- By being agnostic, one caters for
generality

- But true optimisation is possible

only if one customises
- Data-level optimisation decisions tengion

may hinder network-level
optimisation potential (and vice-
versa)




—xample of conflicting goals: data streams

* Networking perspective
- Maximise throughput of network elements and thus delivery rate

- Data stream management perspective
« Organise workflow to maximise throughput of output

- Caveat: data stream systems assume they can keep up with the input rate
- But if the network is too optimised this may well not be true

- What happens then?
 Load shedding
- If you are too good, you make me look bad!



What if the abstractions are collapsed”

- Using data semantics for network optimisation

* Network configuration becomes data and operation-aware
« EXpose network connectivity to data applications

- Optimise the dataflow for the current state of the network
* No guess-work
* No stepping on each other’s toes
- Release the tension between the two substrates



Why is this a bad idea”

 Well-defined abstractions and isolation have been working just fine for a few
decades

« Abstractions help solve problems
 Black boxes allow us to focus on doing what we know how to do best

- Why try to fit a square peg in a round hole?
* Incremental improvement

 Independence assumptions are always correct because they are enforced by
the abstraction



Why is this a good idea?

* New processing paradigms call for radically different workflows
 Case in point: Google
* Reinvented pretty much everything and optimised for the core business
* They could afford to do that

* Not everyone can, unless the system-level substrates provide them
with ways of doing so

- What if the result can be greater than the sum of its parts?



A modest proposal

 Application-driven network configuration
» The networking service may need to be a bit more flexible
* Much like the file system service is flexible
« Need a richer interface, exposed to the application
- The application should also not take the networking service for granted
* |t can help customise and improve performance
- Application-driven networking implementations?
- Databases seem a great starting point
- Well-defined semantics, predictable performance



An all-around solution
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An all-around solution

information sharing
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performance

[(database apphca’uonj —> -

(re)configure

(re)configure
data

[ twork j - information sharing




An all-around solution
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Good composers borrow, great composers steal’

* All problems in computer science can be solved by another level of
iIndirection

- ...except for the problem of too many levels of indirection

David Wheeler

Tlgor Stravinsky



