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Executive Summary 
 
Securing Medical Data in Smart Patient-Centric Healthcare Systems (SERUMS) is a research 
project supported by the European Commission (EC) under the Horizon 2020 program. This 
document is the first deliverable of Work Package 4: “Secure and Privacy-Preserving Data 
Communication”. The leader of this work package is IBM, with involvement from the 
following partners: UCL, USTAN, SCCH, ZMC, UCY and FCRB. The goal of this work 
package is to explore and develop techniques and mechanisms to ensure the security and 
protection of the personal medical data that is shared as part of a coherent smart healthcare 
system. The objectives of WP4 are to: 

• develop advanced data masking and synthetic data fabrication technologies to enable 
sharing of personal medical data between components of the Smart Health Centre system 
developed in WP6; 

• develop metrics and techniques to verify both the security and the functional properties of 
the advanced data analytics and the Serums patient-centric Smart Health Centre system; 

• explore and develop technology for encrypting information while preserving certain 
required semantics, in order to enable advanced data analytics while adhering to privacy 
regulations. 
 

This deliverable entitled “Report on Initial Data Masking, Data Fabrication and Semantic-
Preserving Encryption” is the first deliverable of the WP4. It describes initial versions of the 
data masking and data fabrication technologies that are used in the project to enable sharing of 
personal healthcare data between the project partners and development of the Smart Health 
Centre. The deliverable report also describes an initial version of the technology to verify the 
quality of fabricated synthetic data on initial versions of the data analytics and authentication 
tools and an initial version of the semantic-preserving data encryption technology to enable 
and facilitate the application of the Serums advanced data analytics on personal medical data, 
while fully adhering to necessary privacy regulations. 
  



1 Introduction 
 
1.1 Role of the Deliverable 
 
The aim of this deliverable is to report and describe the design and development of initial 
versions of the data masking, data fabrication, data quality verification and semantic-
preserving data encryption technologies. All these technologies are used to explore and develop 
techniques and mechanisms to ensure the security and protection of the personal medical data 
that is shared as part of a coherent smart healthcare system and to enable and facilitate the 
application of the Serums advanced data analytics on personal medical data, while fully 
adhering to necessary privacy regulations. 
 
1.2 Relationship to Other SERUMS Deliverables 
 
Tasks 4.1 and 4.2 of WP4 are closely related to the work done in WP2 – “Smart Patient Record 
Construction”. Masked data and synthetic fabricated data of WP4 is formatted based on the 
Smart Patient Record format definition developed in WP2. T4.3 of WP4 is closely related to 
WP2 and WP5. The data technology developed in T4.3 will be applied to verify quality of 
fabricated medical data and its usage for data analytics and authentication tools of WP2 and 
WP5. In addition, the output of T4.4 will be used by the WP2 of the project. 
 
1.3 Structure of this Document 
 
This document is structured as follows: Chapter 2 describes IBM’s Data Fabrication 
Technology, its usage for masking of the project real medical data and fabrication of synthetic 
data. The chapter also provides samples of initial versions of the fabricated use-case data. 
Chapter 3 describes the methodology that is used for verification of the fabricated data quality 
and its usage for development and testing of the project advanced data analytics and user 
authentication tools. Chapter 4 provides a description of the semantic- and privacy-preserving 
encryption methodology that is used to enable and facilitate the application of the project 
advanced data analytics on personal medical data, while fully adhering to necessary privacy 
regulations. Chapter 5 concludes the deliverable. 
 
 
 
 
 
 
  



 

2 Data Masking and Synthetic Data Fabrication 
 
2.1 Introduction to DFP 
 
IBM’s Data Fabrication Platform (DFP) [1][2] is a web based central platform for generating 
high-quality data for testing, development, and training. The platform provides a consistent 
and organizational wide methodology for creating test data. The methodology used is termed 
“rule guided fabrication”. 
The primary DFP use case for fabricating synthetic data contains two actors: a user (initiator) 
and Database/File (participator). This use case includes two sub-use cases: data requirements 
modelling and data generation. The data requirements use case includes three sub-use cases: 
resources and structure definitions, constraint rules definitions and fabrication configuration 
definitions. The data structure for databases (schema, tables, columns, etc.) is automatically 
imported, however structural hierarchy of data elements (structs, arrays, tables, fields, types) 
need to be manually defined by the user. The constraint rules are required to construct a model 
of the data and thus enable creation of meaningful realistic data vales. Input and output 
resources are standard relational databases (e.g., DB2, Oracle, PostgreSQL, SQLite), standard 
file formats (e.g., Flat file, XLS, CSV, XML, JSON) and streaming via MQTT protocol. 

 

 
Figure 1 UML use case diagram for the DFP 



 
In rule guided fabrication, the database logic is extracted automatically and is augmented by 
application logic and testing logic modelled by the user. 
The application logic and the testing logic can be modelled using rules that the platform 
provides. The platform is also extendible and new rule types can be added by users and 
automatically integrated into the platform in an organization-wide manner. 
Once the user requests the generation of a certain amount of data into a set of test databases, 
the platform internally ensures that the generated data satisfies the modelled rules as well as 
the internal databases consistency requirements. 
The platform can generate data from scratch, inflate existing databases, move existing data, 
and transform data from previously existing resources, such as old test databases or even 
production data. The platform provides a comprehensive and hybrid solution that can create a 
mixture of synthetic and real data according to user requirements. 
IBM Data Fabrication Platform uses a proprietary Constraint Satisfaction Programming solver 
(CSP) [3-24] that has been used for verifying IBM hardware systems for over a decade. The 
solver finds a solution for all the requirements in a data fabrication task. The solver is capable 
of handling very complex problems in a timely manner. 
 

 
Figure 2 Data Fabrication Platform (DFP) flow 

 
2.2 Synthetic Data Fabrication using CSP 
 
To overcome the shortcomings of existing data generation techniques, DFP uses a solution that 
generates data using a Constraint Satisfaction Problem (CPS) solver. This methodology is 
generic and flexible for various types of use cases yet also very safe, as all user constraints 
must be satisfied. The solution does not require access to real or masked data, or to historic 
actual queries, which all might involve some violation of privacy regulations. Data generation 



can be constrained directly by the users. These constraints can direct the generation towards 
desired testing objectives or to realistic database statistics and query behaviour. 
The platform uses the database schema or the file hierarchical structure, the user requirements 
via variables and constraints and a fabrication configuration specifying which rules to use and 
where to write the generated data into. The constraint-problem is solved, and the solution is 
used to construct the records needed to populate the database or file. 
The fabrication process is described next. A user has provided a data project which contains 
the structure of the data, the constraint rules and the fabrication configuration. In order to 
construct a constraint satisfaction problem for the solver, the platform analyses the table 
metadata and gets table columns’ data type and other properties, e.g., referential integrity 
constraints. The platform selects a sub-set of the relevant rules and tables using the fabrication 
configuration. In addition, relevant parent tables may be added due to referential integrity 
dependencies. Additional default rules are sometimes required as well (PK, Unique Column, 
string and binary column widths, etc.). 
This information is used for the construction of a database table dependency graph. For each 
table in that graph, starting at root nodes, structural record dependencies are built recursively. 
 

 
Figure 3 Table dependency diagram 

 
Once the above graphs are built, the fabrication pattern is computed where each target table 
record is assigned to one of the following fabrication modes: ‘New’, ‘Reuse’ or ‘Other’. 
Given the patterns, the graph and the rules, a CSP problem can be created. The CSP has a 
language used to model a real-world problem. A problem consists of variables and rules. The 
solution is an assignment of one value for each variable where all the rules are satisfied. The 
solver finds a random solution. Each time it solves a problem, a new solution is produced. The 
user does not specify how to solve the problem, but rather focuses on what to solve using the 
specified rules for a legal solution. 



Each table is translated into a CSP variable struct or a CSP vector of variable structs, according 
to the record type, each table column is translated into a CSP variable. Each of the rules is 
added to the problem as a CSP constraint. A simple example of the CSP problem structure can 
be seen in the figure below. The CSP problem defined here is the famous eight queens puzzle. 

 

 
Figure 4 A CSP example 

Finally, the problem is submitted to the solver. The solution is recursively parsed starting the 
iteration root following the topology of (vectored) record variables. In the case of database 
project, an SQL insert statement for all table records is created and that SQL insert statement 
is submitted to the DB for execution. If streaming option is enabled and properly configured, 
the solution is converted to the relevant format and sent to the messaging broker specified in 
the configuration. In the case of file projects, the solver result is converted into the relevant file 
format. 

 

2.3 Fabrication of Synthetic Healthcare Data 
 
IBM Data Fabrication Platform is used in the SERUMS project to fabricate synthetic healthcare 
data for all the project real-world use cases. Below is the description of the initial medical data 
that have been created by the DFP tool to enable the development of the SERUMS Patient-
Centric Healthcare Systems. All the data was inserted into the PostgreSQL databases. 
 
2.3.1 Zuyderland Medisch Centrum Smart Health Centre (ZMC) Use Case 
 
For this use case we have fabricated initial version of patients’ personal medical data based on 
the data format and description provided by the ZMC hospitals. 
 
This synthetic use case data consists of two database tables including patients’ personal data 
(id, name, surname, etc.) and daily data extracted from their wearable devices (walking time, 
sitting time, cycling time, etc.). Multiple single-column and cross-column fabrication rules 
define legal value domains and relationships for each table column. Below is a sample data 
fabricated for the wearable devices table: 
 
 
patient_nr day_nr time 

total 
time 
passive 

time 
active 

time 
sit 

time 
stand 

time 
walk 

1 1 29287 9919 19368 7581 2338 19368 
2 1 49328 30105 19223 30104 1 19223 
3 1 69855 57994 11861 53103 4891 11861 
4 1 62178 54860 7318 43671 11189 7318 
5 1 62214 51522 10692 41985 9537 5975 
6 1 39775 26635 13140 25396 1239 13140 
7 1 66680 54885 11795 52056 2829 11795 



8 1 71115 58274 12841 49278 8996 12841 
9 1 71165 62930 8235 53069 9861 7289 
10 1 67850 55551 12299 51786 3765 12299 
11 1 68621 54231 14390 46300 7931 14390 
12 1 71340 64181 7159 45048 19133 7159 
13 1 22074 175 21899 89 86 21899 
14 1 28641 9418 19223 4238 5180 19183 
15 1 47013 35714 11299 29726 5988 4598 
16 1 42524 32250 10274 22177 10073 10274 
17 1 62088 51076 11012 40834 10242 6978 
18 1 63508 55835 7673 41232 14603 7058 
19 1 34310 26697 7613 21204 5493 7613 
1 2 67276 42243 25033 35106 7137 14658 
2 2 37144 17745 19399 10982 6763 19399 
3 2 66880 59108 7772 59105 3 7772 
4 2 65299 45795 19504 42055 3740 19504 

 
 
 
 
 
 
2.3.2 Hospital Clinic of Barcelona Smart Platform (FCRB) Use Case 
 
This use case includes integrated healthcare data from the Catalan patient healthcare 
ecosystem, combining data generated inside the hospital with data created outside of it. 
 
The synthetic use case data consists of patients’ personal data (id, name, surname, etc.), 
medical episode data (episode identifier, medical centre id, category of the treatment, episode 
status, etc.), medication and prescription data, diagnostic data, professional identification data, 
and so on. It is currently organized as nine database tables with a complex topology. A general 
table diagram is presented in Figure 5 below. 
 
Below is a sample data from the Episode description table: 
 
 

EINRI FALNR FALAR PATNR BEKAT EINZ
G 

STATU KRZAN ENDDT 

BCL  1E+09 1 1 B2023G 1 P X 15/08/201
9 

BCL  1E+09 2 2 BCD015 2 I X 02/09/201
9 

BCL  1E+09 1 3 BCO067 3 E   12/08/201
9 

BCL  1E+09 2 4 BC2101 4 E   08/09/201
9 

BCL  1E+09 2 5 B1001A 5 E X 24/08/201
9 

BCL  1E+09 3 6 BCO086 6 E   12/06/201
9 



BCL  1E+09 1 7 BCD040 7 E X 15/08/201
9 

BCL  1E+09 1 8 B5011P 8 P X 12/08/201
9 

BCL  1E+09 2 9 BCO148 9 P   12/08/201
9 

BCL  1E+09 3 10 BSALA1 10 P X 08/09/201
9 

BCL  1E+09 1 11 BC102C 11 E   21/05/201
9 

BCL  1E+09 1 12 2014G  12 P X 09/09/201
9 

BCL  1E+09 3 13 10502 13 P X 07/04/201
9 

BCL  1E+09 2 14 BCV009 14 I X 23/03/201
9 

BCL  1E+09 3 15 B1001C 15 I X 01/09/201
9 

BCL  1E+09 1 16 BCO082 16 E X 29/08/201
9 

BCL  1E+09 3 17 BCO034 17 E X 16/07/201
9 

 
 
 
 
 

 
 

Figure 5 FCRB Generic Table Diagram 



2.3.3 Personal Cancer Treatment (USTAN) Use Case 
 
This use case includes healthcare data from the Edinburgh Cancer Care treatment centre. It is 
organized as a collection of six interconnected tables including personal data, treatment data, 
patient’s clinical and healthcare conditions. Below is a sample of fabricated data from the 
Chemocare Treatment table. 
 
 

appointment_date last_toxicity_date tumour_group age_at_diagnosis height weight 
03/07/2019 20/09/2019 Other 30 1.95 63.2 
04/08/2019 19/09/2019 Breast 35.2 1.78 72.7 
14/08/2019 17/09/2019 Lung and 

Chest 
46.8 1.57 70.4 

31/08/2019 24/09/2019 Breast 88.8 1.85 69.2 
16/09/2019 16/09/2019 Lung and 

Chest 
26 1.4 57.4 

16/08/2019 07/09/2019 Other 20.4 1.43 81.2 
21/08/2019 17/09/2019 Breast 64.2 1.66 78.9 
18/06/2019 23/09/2019 Other 30.2 1.4 61.8 
30/08/2019 19/09/2019 Other 33.6 1.04 79.6 
21/07/2019 14/09/2019 Breast 24.5 1.91 83 
14/09/2019 19/09/2019 Lung and 

Chest 
31.9 1.73 71.4 

03/06/2019 21/09/2019 GI Lower 22.4 1.03 72.3 
24/08/2019 12/09/2019 Other 29.1 1.76 63.8 
24/06/2019 14/09/2019 Breast 58.3 1.58 68.2 
19/09/2019 19/09/2019 Other 78.2 1.71 80.5 
24/08/2019 22/09/2019 Other 37.5 1.87 88.5 
26/06/2019 13/09/2019 Other 48.8 1.66 78 
19/07/2019 18/09/2019 Breast 30.6 1.27 82.7 
05/06/2019 17/09/2019 Breast 69.7 1.25 59.2 
03/07/2019 15/09/2019 Lung and 

Chest 
30 1.95 63.2 

 
 
 
 
2.4 Data Masking 
 
Data masking is a well-known method of creating a structurally similar but inauthentic version 
of an organization's data that can be used for purposes such as software testing, software 
development and user training. The purpose is to protect the actual personal or sensitive data 
while having a functional substitute for occasions when the real data is not required. In data 
masking, the format of data remains the same, only the values are changed. The data may be 
altered in several ways, including encryption, character shuffling, and character or word 
substitution. 
 
It was the SERUMS consortium decision that most of the data used for the development and 
testing of the SERUMS data analytics, user authentication technologies and its patient-centric 



healthcare system will be synthetic data fabricated by IBM’s Data Fabrication Technology 
described in Section 2.1 above. Moreover, usage of synthetic realistic data solves a known 
weakness of the data masking approach – its reversibility and a need for the real data access. 
In case synthetic fabricated data will not be sufficient or “good enough” for the development 
and testing requirements of the project, we will consider applying the same IBM’s DFP tool to 
produce masked data from the project use cases real data. 
 
 
 
 
 
  



 

3 Verification of Fabricated Data Quality 
 
Since the fabricated data is used for testing, verification, and validation of many other parts of 
the SERUMS project, the quality of the fabricated data is crucial. To this end we have 
developed machine learning (ML) techniques to verify the quality of the data fabrication, and 
to provide feedback on how to improve the data fabrication within the scope of the SERUMS 
project. 
 
The data fabrication techniques (as described above) ensure that the fabricated data is correct. 
In combination with expert knowledge from our partners USTAN, ZMC, and FCRB this can 
be guided to produce data that appears both correct formally and reasonable medically. 
However, this does not ensure that the fabricated data matches the greater data patterns and 
less obvious intrinsic dependencies that may exist. 
 
To address this challenge, we have developed several ML algorithms that can anonymously be 
trained to (attempt to) distinguish the fabricated data from the real data. Here we have chosen 
to use decision-tree (DT) based ML algorithms, since examination of the DTs can provide 
feedback on where the data fabrication is most distinct from real data. 
 
These algorithms have been designed to run over data sets and discard all identifying features, 
revealing only the feature index that provides the decision on how to distinguish fabricated and 
real data. The index map to the feature name is kept and so we can identify which features of 
the fabricated data are used to distinguish. 
This information can in turn be used to improve the data fabrication, by identifying where the 
existing constraints or probabilities are insufficient to produce “realistic” data. 
 
Once this information has been used to improve the data fabrication, the ML algorithms can be 
run again comparing the real data with newly generated fabricated data, and the above process 
repeated. This can be done until the ML algorithms cannot effectively distinguish fabricated 
and real data, thus indicating that the data fabrication is of suitable quality. 
 
An overview of this process is shown in the figure below. 
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Initial experiments have been conducted using the above process on fabricated and real data 
based on information from USTAN. These included more than 10 experiments, each iterating 
over 30 or more iterations (total more than 300 ML distinguishers trained and tested). These 
have identified several places where the data fabrication can be improved, as well as aided in 
improving the algorithms and process itself. 
 
 
The results of these experiments have so far demonstrated the effectiveness of the ML 
distinguishers in both: distinguishing fabricated from real data, and identifying which 
features are significant in this distinguishing. Unfortunately for privacy reasons no detail of 
these results can be reported at this time. 
 

4 Semantic-preserving Data Encryption 
 
In recent years neural networks have been a prominent classification tool many times 
outperforming all other conventional machine learning algorithms. This started in the 
ImageNet project where a large visual database designed for use in visual object recognition 
software served as a benchmark for comparison. In the 2012 competition a new technique using 
Deep Neural Network won the competition by a margin. Since then the use of neural network 
has been growing steadily, with increased accuracy, as well as expanding to other classification 
scenarios and use cases including the healthcare domain. In healthcare as in many other fields, 
such as finance, the data may not be easily exposed due to different privacy regulations or lack 
in local resources. This in turn set the need for a way to run these neural network analytics on 
encrypted data. 
Nowadays, several commercial services that perform detection of various types of diseases or 
medical analysis interpretation can be found in the market. These services can collect patients' 
data via dedicated wearable devices, analyse them to detect “anomalies” and report the results 
to a healthcare professional, who creates a report. Employing machine learning techniques (e.g. 
deep learning) is a good approach for improving the performance of automated medical data 
analysis. Unfortunately, there are limitations to this approach. Analysing long streams of 
healthcare data for many patients may be difficult to be handled on premises, where the 
potential lack of computational resources would limit the performance. To overcome this issue, 
one could acquire healthcare data on premises and outsource them to an external environment 
(with more resources), where the data analysis and potential illness detection would be 
performed. Nevertheless, moving from a trusted environment to an untrusted one would 
endanger the protection of personal data. Hence, it becomes essential to protect data before 
outsourcing them to the untrusted environment, e.g., via the use of advanced cryptographic 
techniques. 
In order to evaluate the suitability and efficiency of the advanced cryptographic techniques 
researchers from IBM have developed a privacy-preserving arrhythmia classification tool 
based on neural networks. The team has started from building a small NN model, which is 
compatible with the use of Fully Homomorphic Encryption (FHE) for the classification of 
arrhythmia. 
The size of the model is optimized to efficiently support the underlying cryptographic 
techniques. The input vector (remains unchanged and) is of size 180. The network consists of 
2 fully-connected layers (40 hidden neurons in total) and 1 activation layer that uses x^2 as the 
activation function. The output vector is of size 16. This model achieves 96:24% accuracy. 



Once this NN model is designed, it is applied it on the encrypted inputs. The proposed and 
implemented Hybrid solution follows the GAZELLE approach presented in [25]. In particular, 
the team has implemented the linear operations such as vector/matrix multiplication using FHE 
and the non-linear ones such as operations in activation layer by using Multi Party Computation 
(MPC). The implementation of the homomorphic encryption is based on the HElib. 
Initial evaluation results of applying this approach for arrhythmia classification show that the 
approach is practically applicable. In the future we plan to try to apply the same homomorphic 
encryption technology and approach to analyse the SERUMS use case data. 

  



5 Conclusions 
 
The aim of this deliverable D4.1 is to report and describe the design and development of initial 
versions of the project data masking, data fabrication, data quality verification and semantic-
preserving data encryption technologies. All these technologies are used to explore and develop 
techniques and mechanisms to ensure the security and protection of the personal medical data 
that is shared as part of a coherent smart health-care system and to enable and facilitate the 
application of the Serums advanced data analytics on personal medical data, while fully 
adhering to necessary privacy regulations.  
First, the document describes IBM’s Data Fabrication Technology and its rule-based data 
fabrication approach to produce synthetic realistic medical data that is used for development 
and testing of all the project technologies. Initial synthetic data samples fabricated based on 
the data format and data characteristics defined and provided by the project use-case data 
owners is also presented in the document. Further, the document describes our approach to 
estimating the quality of fabricated synthetic data to ensure that all data analytics and user 
authentication tools developed by Serums consortium will be fully applicable for real medical 
data in the future. The document also describes our approach to semantic- and privacy-
preserving data encryption to be able to apply the advanced data analytics and machine-
learning algorithms for analyzing encrypted personal data. 
This document is the first deliverable of Work Package 4: “Secure and Privacy-Preserving Data 
Communication”. Deliverables D4.2 and D4.3 will describe more advanced versions of all the 
above technologies and their application for the development of the Serums Smart Health 
Centre system. 
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